
Fixed Versus Variable Packet Sizes in Fast Packet-Switched Networks 

Mahmoud Naghshineh and Roch Guein 

IBM Thomas J .  Watson Research Center 

ABSTRACT 
In this paper we investigate various performance 
measures of interest, when comparing fast packet- 
switched networks that operate with either fixed or 
variable packet sizes. These performance measures 
include queue length distribution, packet loss proba- 
bility, as well as user frame loss probability. The fo- 
cus of the paper is on identifying key parameters that 
influence the outcome of this comparison, and on 
quantdjing the potential benefits of each approach. 

I. Introduction 
In fast packet-switching networks, the subject of fixed 
vs. variable size packets has become an important 
design and architecture issue (see [l-31 and [6-101 for 
examples of networks that support fixed and variable 
size packets, respectively.) One aspect of the com- 
parison between the two approaches, is the impact 
of packet format, i.e., fixed size or variable size, on the 
buffer sizes required to achieve a given frame or 
packet loss probability. Throughout this paper, the 
term frame is used to denote an end-user data unit, 
while the term packet refers to the network data unit. 

The objective of this work is to provide some insight 
into the factors that influence the outcome of this 
comparison. In particular, we want to show when 
and why the choice of a particular packet format may 
be advantageous. This study is carried out by means 
of simulations, which allow us to define and model a 
general network environment without making overly 
restrictive assumptions on the trafEc. 

TrafEc sources accessing the network are represented 
by means of ON-OFF sources which alternate be- 

tween active and idle periods. When active, a source 
may generate one or more consecutive user frames. 
Frames go through an adaptation layer when entering 
and leaving the network. This adaptation layer per- 
forms the necessary mapping to an from the network 
packet format and the user frame format. In partic- 
ular, this layer is responsible for the segmentation and 
reassembly functions. Note that even a network 
which allows transmission of variable size packets 
may require such functions, in cases where the user 
frame size exceeds the maximum network packet size. 

As mentioned earlier, the objective of this work is to 
identify the key factors that influence the performance 
of networks using different packet formats. Similar 
studies have already been conducted in the past 
[4, 5,  131, which investigated some of the trade-offs 
involved in selecting a particular packet format. 
Some of the aspects considered included the impact 
of the header overhead for different frame size dis- 
tributions, and the potential better buffer utilization 
of small packets'. We extend the scope of these 
studies and show where and why the differences in 
packet formats become significant. This is done es- 
sentially by means of simulations, but some simple 
analytical results are also provided, that help shed 
some light on some of the phenomena observed. The 
study focuses on three aspects: 1) The impact of 
header overhead and network link utilization, 2) The 
effect of source activity and pipelining on buffer e a -  
ciency, 3) The sensitivity of frame loss as a function 
of data loss and source characteristics. 

The paper is organized as follows. We first describe 
the simulation models and the environment used to 
compare packet formats. This is followed by a simple 
analytical model, that illustrates the type of trade-off 

1 Note, that we assume here that cut-through is not permitted withm network nodes, i.e., packets must be fully reas- 
sembled before they can be forwarded on the next link. 

2c.2.1 
0743-166)3/93 $03.00 0 1993 IEEE 217 



that can be expected when comparing fixed versus 
variable size packet formats. The next three sections 
are devoted to the study of the three aspects men- 
tioned earlier, and it is shown when and why different 
packet formats can yield better performances. 
Finally, a brief conclusion summarizes the findings 
of this paper. 

11. Simulation Models 
In this section we describe the simulation models, that 
were built to compare the impact of fixed and variable 
size packet formats on the buffer requirements in the 
network. An overview of these simulation models is 
provided in Figure 1 and Figure 2. 

II.A Network Model 
The purpose of this fist model is to observe a single 
intermediate network link, which merges traffic gen- 
erated from different sources after it has traveled 
through different paths in the network. The model 
has four major components. From left to right in 
Figure 1, we distinguish between traffic sources, ad- 
aptation layer, intermediate network nodes, and the 
tagged network link. As mentioned earlier, the traffic 
sources generate data according to an ON-OFF 
process, which is characterized by its peak data gen- 
eration rate RPmk, and the distribution of its ON and 
OFF periods. For illustration purposes, these dis- 
tributions were taken to be exponential, with mean 
duration Ton and  to^, respectively. Because of the 
flexibility of a simulation-based approach, other 
choices are clearly possible. 
The second component of the simulation model is the 
adaptation layer (AL) that separates the traffic sources 
from the network. This layer is responsible for the 
conversion from the user frame format into the net- 
work packet format, and conversely. In particular, 
the AL performs segmentation and reassembly of user 
frames, as well as bit padding whenever necessary, i.e., 
in the last cell of a user frame in the case of a fixed 
size packet format. The time A, out of the segmen- 
tation unit between two consecutive packets from the 
same ON period, is proportional to the ratio of the 
packet size to the source peak rate. For example, in 
the case of an ATM network, packets from the same 

ON period are generated A =  sec. apart2, 
where P = 48 bytes and &wk is the source peak rate. 
In the reassembly phase, the AL must ensure that all 
packets generated from a user frame have been prop- 
erly received. In this study, we assume that a user 
frame is “lost” if one or more of its segments, i.e., 
network packets, is in error or missing. In other 
words, we assume that error recovery is performed 
above the network layer. 

In the case of an ATM-type network with fixed size 
packets or cells, we assumed a 48-byte data payload 
and a 5-byte header. Note, that this ignores the ad- 
ditional overhead introduced by the ATM adaptation 
layer itself, which ranges from 0 to 4 additional bytes 
[l-31. A 10-byte header with a 2-Kbyte maximum 
packet size were chosen for networks that allow vari- 
able length packets (denoted by VLP model in the 
rest of this paper.) Note that although the raw data 
generated by sources and passed to the AL is the same 
for both ATM and VLP models, the differences in 
header overhead result in different outputs into the 
network. 

The third component of the model is an “intermedi- 
ate” network node, which attempts to account for the 
random delay that packets encounter when going 
through several stages of a network. A possible ap- 
proach to capture this effect, would have been to ac- 
tually simulate a large network and the corresponding 
traffic so as to effectively recreate the interactions that 
take place within a network. Such an approach is 
unfortunately computationally too costly. Instead, 
we use a single “waif node” to represent the effect of 
network interactions on a packet. The wait node adds 
a random delay to packets entering the network. 

Specifically, the wait node is modelled as an M/M/1 
(or M/D/l for fixed size packets) queue with fixed 
load p, e.g., p = 85%. The node receives two traffic 
streams: the traffic generated by the source itself, and 
a background traffic of intensity p ’ ,  where p‘ is chosen 
so that the aggregate trafEc has intensity p .  The delay 
seen by a source packet arriving at the .wait node de- 
pends on the position of the packet within the corre- 
sponding ON period of the source. The fvst packet 
generated during an ON period is assumed to see a 
random system upon its arrival and it, therefore, sees 
an unfinished work at the wait node equal to the av- 
erage unfinished work in an M/M/l (M/D/l) queue. 

2 With possibly the exception of the last packet 
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This yields [ll] a delay (including the service time) 
for this first packet of the form 
Wl = P/P(l - P )  + Pl/S (W1= P/2P(l - P )  + Pl/S), 
where 1/p is the average service time of a packet ( 
l /p = PIS, with P the average network packet size 
and S the speed of a network link) and Pl is the size 
of the first packet in the ON period. 

Subsequent packets generated during the same ON 
period are then taken to see a delay, which reflects the 
dependency on the system seen by the first packet and 
the impact of additional background traffic that may 
have joined the queue since then. In other words, 
assuming that the first packet arrived at the wait node 
at t =  0, the i-th packet generated during an 
ON-period will leave the wait node at time 
t, = W, + X j f = 2 y ,  where Wj is the expected amount 
of work that anived at the wait node (including the 
new packet itself) between the arrivals of thej-th and 
(j - 1)-th packets. The quantities W, are easily found 
to be given by W, = p'A, + PIS, where p' and A, are 
as previously defined. This wait node model provides 
us with a simple means to randomize the network 
delay seen by packets, white keeping some of the 
correlation that exists between the network states seen 
by consecutive packets from the same source3. 

The last component of the simulation model is the 
tagged network node (and link), where the traffic from 
all the sources is merged. The inputs to this tagged 
node are the outputs of all the wait nodes, and the 
quantity being monitored is the queue length or 
buffer content distribution. This distribution is used 
to compare the buffer requirements of the ATM and 
VLP formats. 

II.B Frame Loss Model 
The second simulation model shown in Figure 2, was 
developed to study user frame loss probability, and in 
particular its sensitivity to the network packet format 
and the ratio between source and link speeds. Recall 
that a user frame is assumed lost if any of the corre- 
sponding network packets is lost. The model consists 
of three components: a traffic source characterized 
by its peak rate and the distributions of the ON and 

In particular for high-speed sources, where Ai N 0. 
Exponential distributions have again been selected in the ex- 
amples, but other choices are possible. 
Note, that in the case of fixed size packets ths is also the 
packet loss probability. 

OFF period.#, an adaptation layer identical to what 
has been previously described, and a network link 
carrying both the source traffic and some background 
traffic. The background traffic was assumed to be ei- 
ther Poisson or generated by ON-OFF sources. User 
frames are produced by the tagged source (and the 
background t r a c )  and are assumed to consist of all 
the packets generated during an ON period. Individ- 
ual packets coming fiom the tagged and background 
sources are aggregated and offered to the network 
link. Reassembly of user frames from the tagged 
source is carried out at the output of the network link. 
As mentioned above, the quantity of interest is the 
fiame loss probability corresponding to the data loss 
probability induced by the finite size of the link 
buffer. Here, we define data loss probability as the 
ratio of the number of dropped or lost bytes to the 
number of bytes transmitted on the tagged links. We 
are interested in the impact of network packet foxmat 
and speed of the network link on the user fiame loss. 
In particular, we want to capture the impact of the 
link speed on the correlation between queue sizes seen 
by packets from the same fiame. This investigation 
is carried out by varying the speed of the network 
link, while keeping the characteristics of the tagged 
source constant, and adjusting the intensity of the 
background traffic to keep the data loss constant. 
This is done for both the ATM and VLP packet for- 
mats and additional details on this investigation are 
provided in section V. 

111. Impact of Packet Overhead 

In this section, we investigate the sigdicance of the 
per packet overhead under Werent scenarios. This 
overhead corresponds to the header and possible 
padding bits (for fixed size packets), that must be 
added to each packet carried by the network. Its im- 
pact is clearly a fimction of the frame size distribution 
and the packet format. For example, a 1 kbyte packet 
only carries a 10-byte overhead in a VLP network 
with a maximum packet size greater than 1 kbyte, 
while the overhead is 113 bytes in an ATM network 
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(21 packets each with a 5-byte header, and 8 bytes of 
padding in the last packet.) Figure 3 illustrates the 
difference in overhead for VLP and ATM networks 
as a function of the average message length or Erame 
size. Exponentially distributed frame sizes were as- 
sumed and it should be noted that under this as- 
sumption, the overhead due to padding bits results in 
the ATM format being always less efficient (on aver- 
age) than the VLP format. This may not hold with 
other kame sue distributions, for example small con- 
stant (e.g., 48 bytes!) W e  sizes, where the smaller 
per packet header of ATM network can yield better 
efficiency. (See [SI for similar results with other 
frame size distributions.) 

The difference in per packet overhead between ATM 
and VLP networks results in different link utilizations 
for the same amount of carried user data. Typically, 
imposing fixed size packets results in higher link 
utilization. This may in tum influence the buffer 
content distribution, and therefore the packet loss 
within the network. The impact of this effect is, 
however, strongly dependent on the load at which 
network links are being operated. In particular, the 
higher utilization imposed by fixed size packets is 
typically not sigrufcant and packet loss is dominated 
by other factors when the link utilization is relatively 
low. 

A simple “illustration” of this behavior can be ob- 
tained by plotting the average buffer content in both 
an M/M/ 1 and an M/D/ 1 system as a function of the 
original data load [ 121. Despite a higher link utiliza- 
tion, the M/D/l system outperforms the M/M/l sys- 
tem except at high loads. Intuitively, this is due to the 
more regular service in the M/D/1 system, which re- 
sults in better buffer utilization. Spedically, an idle 
server in the M/D/ 1 system starts serving an incoming 
packet earlier because of its fured small size. At higher 
loads, incoming packets hardly ever find an idle 
server, and the the difference in link utilization be- 
comes sigdicant and the performance advantage of 
the M/D/ 1 system disappears. 

This phenomenon is further illustrated for a more re- 
alistic system in Figure 4, which plots for different 
link utilizations the buffer content distribution at an 
intermediate node in ATM and VLP networks. The 

results are obtained by means of simulations, using 
the network model described in section 1I.A. The 
traffic on the tagged network link is generated fiom 
10 identical ON-OFF sources, each with a peak rate 
of 16 Mbps, an average ON period of 0.5 msec (1 
kbytes average fiame size), and a utilization of 10%. 
Both ON and OFF periods are assumed to be expo- 
nentially distributed. The distribution of the buffer 
content is obtained for different link speeds, and 
therefore utilizations. Because of the impact of other 
factors such as the correlation between successive ar- 
rivals fiom the same source, the outcome is not as 
pronounced as in the simplified comparison of 
M/M/l and M/D/l systems. However, it can again 
be seen that at low link utilizations, the additional 
overhead imposed by the fixed packet size of ATM 
is more than compensated for by the better buffer ef- 
ficiency. This is again reversed when link utilization 
increases beyond a value6, above which the price of 
the higher overhead of ATM becomes the dominant 
factor. These observations are in line with results 
from previous studies [4]. 

The impact of packet overhead and more specifically 
the padding bits (for fixed size packets) also depends 
on the burst length or message size. As can be seen 
in Figure 3, the effective’ message length of ATM 
cells increases sharply as the mean message size de- 
creases (i.e., assuming an exponential frame size dis- 
tribution.) This means that the buffer length 
distribution is also heavily influenced by the mean 
frame size. As a result, the outcome of the compar- 
ison between the buffer length distributions of ATM 
and VLP systems can change in favor of VLP as the 
average kame size decreases. This is because for very 
small average message sizes the effective message size, 
as a result of padding bits of ATM, brings the link 
utilization above the threshold where the VLP starts 
to perform better. This effect is illustrated in 
Figure 5,  which shows simulation results for a set of 
10 ON-OFF sources with utilization of 50% and a 
peak rate of 16 Mbps. The raw link utilization is 
about 50-55%. We observe, that for small message 
sizes (mean message size of 20 Bytes,) the effective 
link utilization of the ATM system becomes so high 
that the link becomes almost saturated. This is a by- 
product of padding bits. This deficiency of the ATM 

6 Of the order of 60-65% for this example. 
7 By this we mean the original data length plus the added over- 

head. 

2c.2.4 
220 



system vanishes as the mean message size increases, 
up to a point where pipelining efficiency becomes the 
dominant factor so that ATM systems outperforms 
VLP ones. 

IV. Impact of Source Utilization 

In this section, we study the impact of another pa- 
rameter that intluences the outcome of the compar- 
ison between ATM and VLP formats. Specifically, 
we investigate the effect of varying source utilization 
while keeping network link utilizations constant. 
Here, source utilization p denotes the fraction of time 
the source is active generating data at its peak rate 
(i.e., p = T,/(T, + Tof).) Obviously, for a given link 
utilization, higher source utilizations result in a link 
speed closer to the aggregate peak rate of the sources 
whose traffic is routed on that link. This should in 
turn favor networks operating with small packet sizes 
since on such links packets will essentially be served 
as they arrive, without being able to accumulate in the 
link buffer. Intuitively, smaller packets result in a 
more progressive arrival of data. This makes the sys- 
tem resemble more closely a fluid-flow model, which 
has minimal queueing when the service rate and the 
aggregate input rate are close. Conversely, low source 
utilizations allow for link rates much smaller than the 
aggregate peak rate of all sources with traffic routed 
on the link. The advantage of the better buffer effi- 
ciency of the ATM format should then be much less 
significant. 

In order to observe these behaviors we simulated a 
system similar to the one used in the previous section. 
As before, it consists of 10 identical ON-OFF sources 
sharing a common network link, each with a 16 Mbps 
peak rate and a 0.5 msec average ON period (1 kbytes 
average frame size). The raw link utilization was kept 
constant at about 80%, while source utilization was 
varied from 10 to 70%. The buffer content distrib- 
ution was again obtained for different cases by means 
of simulations, and the results are shown in 
Figure 6. As expected, the potential for better buffer 
utilization of the ATM format is realized at high 
source utilizations. Conversely, the VLP format 
shows better results when the source utilization is low 
and the effect of the smaller overhead becomes the 
dominant factor. Note, however, that the crossover 
point, i.e., the source utilization above which ATM 

outperforms VLP, clearly depends on other parame- 
ters such as link utilization, etc. 

V. Frame and Data Loss Probabilities 

In this section, we investigate the relation between the 
frame loss probability experienced by a source, and 
the data loss probability provided by the network. 
The first quantity is the one of real interest to end- 
users, while the second is typically the only one the 
network can control and monitor. We are interested 
in comparing the frame loss seen by an end-user 
sending its data over either an ATM or a VLP net- 
work, each ensuring the same data loss. In other 
words, given that two different networks -one with 
fixed and another with variable length packets- pro- 
vide comparable packet or data loss, how do they 
compare in terms of frame loss, i.e., do the different 
packet formats have any effect. 

For the purpose of this comparison, we use the sim- 
ulation model described in section II.B, where we 
vary the ratio of the source to link speeds. As men- 
tioned earlier, this ratio is expected to have a si@- 
icant impact on the performance, i.e., frame loss 
probability, seen when using different packet formats. 
Intuitively, segmentation is expected to have limited 
impact when the ratio of source to link speed is large. 
In such cases, the high speed of the source ensures 
that all segments (packets) of frame arrive nearly 
back-to-back in the network, emulating, therefore, the 
appearance of a single packet carrying the full frame. 
The impact of the adaptation layer is then, except for 
the different overheads, similar for both packet for- 
mats. In the case of low speed sources, the spacing 
between packets of the same frame introduced by the 
segmentation layer of the ATM format, produces a 
packet stream significantly different from that of the 
VLP format. This is likely to result in different frame 
loss probabilities. 

In particular, when the source speed is much lower 
than the network link speed, packets from the same 
frame will essentially see uncorrelated network queues 
(the time between two packets is large compared to 
the time constant of the network queue). Assuming 
a packet loss probability of p (in the case of ATM 
networks this is equal to the data loss probability), the 
loss probability of a Game consisting of n packets is 
approximately equal to np. As n is much larger in 
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ATM than in VLP networks, it is clear that for the 
same data loss probability p, low speed sources will 
see a worse Game loss probability when going over a 
network that enforces a small fixed size packet format. 
This is the “avalanche” effect mentioned in [SI. 
More problematic than the sheer degradation of frame 
loss probability which also depends on a number of 
additional factors (see below), is the fact that this be- 
havior makes it very difficult to translate network 
performance into user performance in ATM type 
networks. In other words, for a given network per- 
formance (data loss probability), end-users can see 
drastically different quality of service (kame loss 
probability) depending on their own peak rate. 

This aspect is illustrated in Figure 7, which reports 
the results of a set of simulations based on the model 
described in section 1I.B. The tagged source.has a 
peak rate of 16 Mbps, an average ON period of 0.5 
msec, and a utilization of 10%. The link speed was 
varied from a fraction (around 20%) to several times 
(6 to 7) the source peak rate, while its utilization was 
kept constant at about 80% by changing the intensity 
of the Poisson background traffic. The data loss at 
the link buffer was kept approximately constant (be- 
tween 5 x and 7 x 10-3 for both network types, 
by appropriately adjusting the size of the link buffer. 
As expected, the Game loss probability seen by an 
end-user shows a sharp increase when its source peak 
rate decreases in ATM type networks, while it is quite 
insensitive to this parameter in VLP type networks. 
This implies, that the difficulty in ATM type network 
to translate network performance into user perform- 
ance, is not present in VLP type networks. .This dif- 
ference is mainly due to the fact that the latter ones 
allow users to transparently send their data through 
the network*, with mini” constraint on the packet 
format to be used. This feature is likely to si&- 
icantly simplify the Grade-Of-Service (GOS) negoti- 
ations between users and the network. 

The previous scenario compared frame loss probabil- 
ities for ATM and VLP networks carrying the same 
traffic and ensuring the same data loss probability. 
This was achieved by properly adjusting the buffer 
sues needed in each case to achieve the desired data 
loss. This comparison, however, did not capture the 
fact that for the same user traffic and buffer sizes, 

ATM and VLP networks typically yield different data 
loss probabilities. This was illustrated in the previous 
sections, where it was shown that ATM and VLP 
networks have Werent buffer content distributions, 
that vary as a function of source characteristics and 
link utilizations. In particular, ATM type networks 
have the potential for lower data loss probabilities 
when link utilizations are not too high. In such cases, 
it is possible that the lower data loss probability off- 
sets the penalty imposed on the frame loss probability 
by the fixed size packet format. 

This was investigated in [ 121 through a simple ana- 
lytical model. A more realistic investigation would 
combine the influence of finite link speeds as illus- 
trated in Figure 7, and the impact of the difference in 
data losses due to packet format. In other words, the 
questions we should ask are: How do the Game 
losses of ATM and VLP compare for networks with 
equal buffer sizes, finite speed links, and various link 
utilizations? When does the fact that ATM network 
packets see decorrelated buffer lengths for very high 
link speeds dominates ATM’s potential advantage of 
lower data loss, and result in a higher frame loss? 

This investigation is again carried out using the sim- 
ulation model of section II.B, where both networks 
now have the same finite buffer space. Traffic is 
generated from 10 ON-OFF sources all with a utili- 
zation of 10% and an ON-time of 0.5 msec. One of 
the sources is tagged and assigned a peak rate of 16 
Mbps, while the link speed is varied. The link utili- 
zation is kept constant at about 30% by changing the 
peak rate of the 9 other sources accordingly. For each 
set of simulations the buffer size of the ATM simu- 
lation was adjusted to give a data loss of about 
5 x at the link. This buffer size was then kept 
for the VLP system. The kame loss of both systems 
was obtained and the results are shown in Figure 8. 

From the figure, one can conclude that as the ratio 
of the link speed to the source peak rate increases, the 
frame loss of ATM increases so that at some point it 
crosses the frame loss line of the VLP and becomes 
worse even though the data loss of VLP always re- 
mains higher. Therefore, despite its lower packet loss 
ATM’s user Game loss can often be worse than in 
VLP networks in particular for low speed users. 

8 See [lo] for additional discussions on the benefits of network 
transparency. 
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VI. Conclusion 

In this paper, we have studied the influence of a 
number of parameters on the performance of net- 
works operating with either ATM or VLP packet 
formats. It was shown that the outcome heavily de- 
pends on the assumed operating conditions and 
source characteristics. In particular, by appropriately 
adjusting parameters such as link utilization, kame 
size distribution, buffer sizes, source utilization, etc., 
it is possible to claim that either approach outper- 
forms the other. A conclusion of this work is, there- 
fore, that network performance cannot be used as 
decisive factor when comparing networks using dif- 
ferent packet formats. Rather, the emphasis should 
be on other aspects such as network complexity and 
flexibility in supporting various user requirements. 
From this perspective, VLP type networks may have 
some advantage because of the more direct relation 
between network data loss and user message loss. 
This can help simpllfy the mapping from network 
into user performance. 
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Figure 7. Sensitivity of Frame Loss to Ratio of Link 
Speed to Source Peak Rate for fixed 

GOS: Data loss is kept constant, Ro is 
fink speed, and Ri is source peak rate. 
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Figure 8. Sensitivity of Frame Loss to Ratio of Link 
Speed/Source Peak Rate for Fixed Buffer 
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