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Abstract 

Applying forward error correction (FEC) in off-
line streaming applications allowing for large 
buffering time considerably improves the quality and 
performance of communications under challenging 
network conditions. In case of real-time streaming, 
there are hard restrictions on the buffer size and 
therefore, FEC cannot compensate for long link 
failures on single path routes. However, multi-path 
routing, orthogonal to buffering, can make FEC 
effective also for real-time streaming. We introduce a 
capillary routing algorithm offering layer by layer a 
wide range of multi-path routing topologies starting 
from a simple multi-path solution and evolving toward 
more reliable and secure schemes. The friendliness of 
a particular multi-path routing scheme is rated by a 
measure called Redundancy Overall Requirement 
(ROR), which is proportional to the overall number of 
redundant FEC packets required for combating the 
individual failures of all links in the multi-path route. A 
dozen of capillary routing layers, built on several 
hundreds of network samples obtained from a random 
walk wireless Mobile Ad-Hoc Network (MANET), are 
rated with ROR. We show that the overall amount of 
FEC code decreases substantially as the spreading of 
the routing grows. 

Keywords: capillary routing, real-time streaming, 
fault-tolerance, multi-path routing, path-diversity 

1. Introduction 

Packetized IP communications behave like erasure 
channels. Data is chopped into packets, and since each 
packet is either received without error or not received, 
erasure resilient FEC codes, applied at the packet level, 
can mitigate packet losses. 

In off-line packetized applications, Forward Error 
Correction (FEC) yields spectacular results. Via 
satellite broadcast channels thanks to erasure resilient 
Raptor codes [Shokrollahi04] it is possible to deliver 
voluminous GPS maps to millions of motor vehicles 

under conditions of fragmental visibility without a 
feed-back channel [Honda04]. In the film industry, LT 
codes [Luby02] enable the fast delivery over the lossy 
internet of the day’s film footage from the location it 
has been shot to the studio that is many thousands of 
miles away. 

The above examples of off-line streaming can 
significantly benefit from FEC due to the fact that in 
contrast to real-time streaming, the application is not 
obliged to deliver the packets in time and the buffer 
size is not a concern. When the buffer size is restricted, 
FEC can only mitigate short granular failures. Several 
studies reported weak or negligible improvements from 
applications of FEC to real-time streaming. 
Improvements from the application of FEC result only 
if the stochastic packet loss rate is between 1% and 5% 
[Johansson02]. For real-time packetized streaming, 
Huang proposes to combine FEC with retransmissions 
[Huang05]. 

Studies stressing the poor FEC efficiency always 
assume that the media stream follows a single path. 
Exploiting multi-path routing instead of the long 
buffering time can nevertheless make FEC also 
efficient for fault-tolerant real-time streaming. There is 
an emerging body of a literature addressing path 
diversity for improving the efficiency of FEC [Qu04], 
[Tawan04], [Ma03], [Ma04], [Nguyen02] and 
[Nguyen03]. However these studies are limited to 
either two (possibly correlated) paths or in the best 
case to a sequence of parallel and serial links. Sets of 
differing routing topologies, so far, were not 
considered as a search space for FEC efficient routing 
patterns. 

We present a comparative study of various multi-
path routing schemes. Single path routing, being 
considered as too hostile, is excluded from our 
comparisons. In order to create steadily diversifying 
multi-path routing schemes, we propose capillary 
routing. In capillary routing the routing suggestions are 
proposed layer by layer and the path diversity develops 
as the layer number increases. The first layer is a multi-
path routing solution ensuring a load balance across the 
main bottlenecks. Successive layers are obtained by 
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recursively spreading out the individual sub-flows of 
previous layers. With the capillarization of the routing, 
the communication uses the network more reliably. 
The last layer represents the complete capillary routing 
and, in contrast to shortest path or max-flow solutions, 
has only one unique solution for any given network 
and pair of peers. Construction algorithms for capillary 
routing are described in sections 4 and 5. 

In order to compare multi-path routing variants, we 
introduce a measure relying on FEC and on the 
sender’s transmission rate increases in response to 
individual link failures. Adjustable FEC for real-time 
streaming was proposed by several authors [Kang05], 
[Xu00], [Padhye00], [Johansson02] and [Huang05]. 
The end-to-end adaptive FEC mechanism is 
implemented entirely on the end nodes, at the 
application level, and is not aware of the underlying 
routing scheme. By default, the sender is streaming the 
media with constant FEC in order to tolerate a certain 
packet loss rate. The packet loss rate is measured at the 
receiver and is constantly reported back to the sender. 
In two-way real-time media, the packet loss rate 
information is usually transmitted with the opposite 
flow using the Real-time Transport Control Protocol 
(RTCP). The sender increases the FEC overhead 
whenever the packet loss rate is about to exceed the 
tolerable limit. The friendliness of a network routing 
scheme in respect to FEC is rated by the Redundancy 
Overall Requirement (ROR), defined as the sum of all 
transmission rate overheads required from the sender 
during communication time in order to combat all 
individual link failure. The novelty brought by ROR is 
that a routing topology of any complexity can be rated 
by a single scalar value. This value represents also a 
meaningful quantity, since when multiplied by the 
usual source packet transmission rate and by the 
average failure time of single network links, ROR 
gives the overall number of redundant packets that are 
needed during the communication session (see Section 
3). 

In section 6, we evaluate the FEC friendliness of 
the capillarization by rating each layer of capillary 
routing with ROR. Network samples are obtained from 
a wireless random walk Mobile Ad-hoc Network 
(MANET) with several hundreds of nodes. For multi-
path routing, we improve the efficiency of FEC by 
developing the basic path diversity provided by the 
first layer of the capillary routing (e.g. the max-flow 
solution) towards more elaborated multi-path routing 
strategies provided by the deeper layers of the capillary 
routing. Multi-path routing, similarly to buffering, can 
substantially burst the efficiency of FEC. 

2. Cost of multi-path routing for real-time 
streaming 

Multi-path routing is not necessarily wasteful in 
terms of overall network capacity (see Fig. 1 and Fig. 
2.). 

Fig. 1. Three transmissions 
following each a single path 

 
Fig. 2. Three transmissions of Fig. 
1, each spread over multiple paths 
do not require extra network 
capacity 

An increase in consumed network capacity may 
however occur when the multi-path routing footprint 
contains many alternate paths which are substantially 
longer than the shortest path. In terms of the overall 
network performance, the individual strategy of 
choosing the shortest path is often asymptotically 
efficient [Gafni87] and [Yang01]. However the 
shortest path approach offers no support for achieving 
real-time media fault-tolerance. In the present paper we 
study multi-path routing in order to minimize the 
impact of link failures without considering the problem 
of overall network utilization efficiency. 

In a bursty and lossy public network where the 
traffic share by a streaming media, such as Voice over 
IP (VOIP), is tiny and negligible, even doubling the 
capacity share can be justified, if allowing streaming 
media to become fault-tolerant. This is especially true, 
since, despite all Quality of Service (QoS) 
specifications, in public networks, a tiny 18 kbps 
stream of VOIP packets is often treated at the same 
priority level as hundreds of kbps TCP bursts. 

Even for networks carrying a large share of real-
time media, ensuring fault-tolerance of real-time 
communication at the cost of an overhead in network 
utilization is justified. For example, consider an 
Internet Telephony Service Provider (ITSP), carrying 
through its core network many simultaneous real-time 
media sessions. A usual phone conversation typically 
costs several tens of US cents.  The cost of phone 
conversations transmitted over 1Mbps link is worth 
many tens or hundreds of thousands of USD per 
month. An ITSP would surely lease additional core 
network capacities at the typical cost of about 300USD 
per Mbps per month in order to improve the quality of 
the transmitted phone conversations. 

3. The Redundancy Overall Requirement 
(ROR) 

Most real-time media streaming applications are 
tolerant to a certain level of packet losses due to 

link 1 

link 2 

link 3 

link 1 

link 2 

link 3 
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passive error concealment or to media encoding
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tec h as carrying in a packet duplicates of 
med revious slots, encoded at a lower rate. 
Voice over IP (VOIP) for example can tolerate 8% to 
11% packet losses. The static tolerance can also be 
obtained or increased by a constant FEC code. We 
propose to combine the little static tolerance of the 
media stream, combating weak failures, with a 
dynamically added adaptive FEC combating the strong 
failures exceeding the tolerable packet loss rate. 

For a given routing scheme, ROR is defined as the 
sum of the individual FEC transmission rate increases 
needed to combat each corresponding link failure. For 
example, if the communication footprint consists of 
five links, and in response to each individual link 
failure the sender increases the packet transmission rate 
by 25%, then ROR will be equal to the sum of these 
five FEC transmission rate increases, i.e. 

25.1%255 =⋅ . 
Let P be the usual packet transmission rate and let 

lP  be the increased rate of the sender, responding to 
the failure of a link Ll∈ , where L is the set of all 
links. Then we define: 

∑
∈

ng c
gle network link during the 

whole duration of the communication. D is the product 
of the average duration of a single link failure, 
frequency of a single link failure and the total 
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the total failure time of a sin
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munication time. PD ⋅  refers to the quantity of 
packets, that the sender would transmit at its usual rate 
P within the total time of all consecutive failures of 
one single network link. According to equation (1): 
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Then, according to equation (3), assuming a single 
link failure at a time and a uniform pr ability 
duration of link failures,  is the number of 
extra redundant packets that the sender actually needs 
to transmit in ord o compensate for all netw
fail

e s only

uffer time. During streaming, 
M i
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ob and 
RORPD ⋅⋅

er t ork 
ures occurring during the total communication time. 

If for various routing suggestions, parameters D and P 
do not change, ROR dep nd  on the size and 
topology of a specific multi-path routing scheme. In 
other words, in respect to the total number of extra 
redundant packets i.e. in respect to the cost of 
redundancy in the communication, ROR is the 
coefficient characterizing the FEC friendliness of a 
specific routing scheme. 

Redundant packets are injected into the original 
media stream for every block of M media packets using 
systematic erasure resilient codes (thus without 
affecting the original media packets). The number of 
media packets (M) per transmission block is limited by 
the receiver’s playback b

s supposed to stay constant. However, the number 
of redundant packets for each block of M media 
packets is variable, depending on the conditions of the 
erasure channel. The M media packets with their 
related redundant packets form a FEC block. Let us 
denote by pFEC  the FEC block size chosen by the 
sender in response to a packet loss rate p. We are 
assuming that the media stream has also a static 
tolerance to losses 10 <≤ t  obtained with a constant 
FEC code, which by default streams the packets as 
FEC blocks of length of tFEC . When the loss rate p 
measured at the receiver is about to exceed the 
tolerable limit t, the sender increases its transmission 
rate by injecting additional redundant packets. 

The random packet loss rate, observed at the 
receiver during the failure (or congestion) time of a 
link in the communication , is the portion of the 
traffic being routed toward the faulty link. Thus a 
complete failure of a link l carrying according to the 
routing pattern a relative traffic load of )(0

 path
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pro

the sum
for the
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duce at the receiver a packet loss rate equal to the 
same relative traffic load )(lr . 

Equation (1) for ROR can thus be re-written as 
follows: 
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outing suggestion will unavoidably
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g the comparison, the corresponding 
alent” infinite components are removed from the 
rates of all suggested routings and their 
ing portions are compared. By construction 
ns 4 and 5) none of the considered multi-path 
 schemes passes its entire traffic through a non-
 single link. 
 compute the pFEC  function with a Maximum 
e Separable (MDS) code, e.g. a Reed-Solomon 

[Seroussi86], [Schwarz02]. The MDS code 
 that we can successfully decode all original 
packets of the transmission FEC block if we 

links passing the entire traffic 
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receive exactly the same number of packets (of any 
type: media or redundant) as there are original media 
pac ock. kets in the FEC bl

In order to compute the transmission block size 
MFECp ≥ , we must fix a desired Decoding Error 

Rate (DER), i.e. the acceptable decoding failure 
probability at the receiver. 

In order to collect a mean of M packets at the 
receiver, )1/( pM −  packets must be transmitted at the 
sender. However the probability of receiving 1−M  

kets or 2−pac M  packets (which makes the decoding 
remains high. Therefore for transmitting 

blocks carrying a small number (M) of media packets, 
we must send much more

impossib

 redundant packets in the
blo

 iv

le) 

 
ck than is necessary to receive an average of M 

packets at er side. In order to maintain a very 
low probability 

the rece
δ  of receiving less than M pa  

( DER≤
ckets

δ ) the average number of received packets 
should be much higher than M. 

The probability of having exactly n losses 
(erasures) in a block of N packets with a random loss 
probability p is computed according to the binomial 
distribution: 
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The probability of having 1+−MN  or more 
losses (i.e. less than M surviving packets), is computed 
as follows: 

N
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pro

satisfactory communication, it is sufficient 
to steadily increase the carrier block length N until the 
desired decoding error rate (DER) is met. We p
compute the FEC block size as a function of the 
ran

 possible transmission rate 
inc

e block (
pproach t

The above formula gives the decoding failure 
bability if the FEC block size is equal to N. 

Therefore for computing the carrier block’s minimal 
length for a 

re-

dom loss probability 10 <≤ p . 
Several transmission rate increase factors 

( MFEC p / ) for media blocks of size M from 1 to 10 

are plotted in Fig. 3 (for 510−=DER ). The 
transmission rate increase functions MFEC p /  of Fig. 
3 are compared with a rate )1/(1 p− , corresponding to 
the lowest theoretically

rease. The higher the number of media packets in 
th i.e. the longer the buffering time) the closer 
the transmission rate increase can a he 
theoretical lower limit. 
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Fig. 3. FEC overhead as a function from the packet loss rate 

In real-time streaming there is a tradeoff between 
the number of media packets M and the cost of FEC 
overhead. Before playing the media, the receiver must 

e the 
coverable losses. The receiving side of the media 

app

4. 

-time streaming, 
u  less effort for recovering 

Capillary routing may be implemented by an 
iter

nimizing an upper bound value applied to 
all 

( 510−=DER ) 

hold in the buffer enough packets to restor
re

lication is already equipped with a playback buffer 
in order to compensate for the network jitter and to 
reorder packets arriving in the wrong order. The 
playback buffer must be large enough to also hold 
packets of the FEC block (at least M packets for an 
MDS code). For example in VOIP with a 20 ms 
sampling rate (g729r8 or AMR codec) the number of 
media packets in a single FEC block should not exceed 
20 – 25 packets (each carrying one sample). 

The next two sections present algorithms for 
creating multi-path capillary routing schemes. Section 
6 presents ROR ratings of various capillary routing 
suggestions for real-time streaming. 

Capillary routing 

Capillary routing aims at minimizing the impact of 
individual link failures on real
req iring from the encoder a
the failure. 

ative Linear Programming (LP) process 
transforming a simple single-path flow into a capillary 
route. First minimize the maximal value of the load of 
links by mi

links. By balancing so the maximal load values for 
all links, in the first layer, the full mass of the flow is 
split equally across the available parallel routes. Then, 
find the bottleneck links of the first layer. By 
maintaining the first upper bound (applied to all links) 
on its minimal level, minimize the maximal load of the 
remaining links by minimizing a new upper bound 
value applied to all links except the bottleneck links of 
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the first layer. This second iteration discovers the sub-
routes and the sub-bottlenecks of the second layer. 
Then, minimize the maximal load of the remaining 
links, now also without the bottlenecks of the second 
layer (maintaining the first and second upper bounds at 
their lowest level). Continue the iteration until the 
entire footprint of the flow is discovered. A flow 
traversing a large dense network with hundreds of 
nodes may have hundreds of capillary routing layers. 

Fig. 4, Fig. 5 and Fig. 6 show three layers of the 
capillary routing on a network example with 6 nodes. 
The top node on the diagrams is the sender and the 
bottom node is the receiver. All links are oriented from 
top to bottom. 

 
Fig. 4. In the first 
layer the flow is 
equally split across 
two paths, where two 
of their links marked 
by thick dashes are 
the bottlenecks. 

In the first l
there are four link

 
Fig. 5. The second 
layer minimizes the 
maximal load of the 
remaining seven 
links and finds three 

Fig. 6. The third layer 
minimizes the 
maximal load of the 
remaining four links 
and finds two 
ottlenecks, each with 

a r ) 
 of 

bottlenecks, each 
with a load of 1/3. 

yer of the capilla
s having a load

b
a load of 1/4. 

y routing (Fig. 4
2

1 , but only two o
ue bottlenecks and
 in all successive 

ere are

f 
r  

 m ad
he second lay  four 

link

them, marked by 
will continue to
iterations. In t

thick dashes, are t
aintain their lo

er (Fig. 5) th
s with a value of 3

1 , but only three of them, also 
marked by thick dashes, are the true bottlenecks. In the 
third final layer (Fig. 6) there are two bottlenecks with 
a load of 4

1 . The loads of the two remaining links 
ultimately become 6

1  and 12
1  respectively. 

Although this iterative LP process defining the 
capillary routing is completely valid, the precision 
errors propagating through the LP minimization 
statements of the layers of capillary routing reach 
noticeable sizes an , whe dealing with d n tiny loads, 
oft

 the 

ma

 
ig. 9. Remove the 

bottleneck links from 
the network and adjust 
the flow-out coefficients 
at the adjacent nodes 

nd the 

 the network 
adjust 

rrespondingly the 
ow-out coefficients 

 in 
the obtained new 

sulting flow-out 

c ly o
flo s
in uent layer we have 

ltip m: a uniform flow 
fro

en result in numerical instabilities. We have found a 
different, stable LP method maintaining the values of 
parameters and variables always at the same scale. 

Instead of decreasing the maximal value of loads of 
the links, the routing path is discovered by solving the 
max flow problem. The routing solutions resulting 
from these two methods are identical except that the 
proportions of flow differ by the increase factor of

x flow solution. The diagrams of Fig. 7 to Fig. 12 
present the discovery of capillary routing according to 
the max-flow LP approach, on the same network 
example with the 6 nodes previously shown in Fig. 4, 
Fig. 5 and Fig. 6. 

Fig. 7. Initial 
problem with one 
source and one sink 
node 

 
Fig. 8. Maximize the 
flow, fix the new 
flow-out coefficients 
at the nodes and find 
the bottleneck links 

F

Fig. 10. Maximize 
the flow in the new 
sub-problem, fix the 
new flow-out 
coefficients at the 
nodes and fi
new bottlenecks 

The max-flow
coefficients at ea
have non-zero 
and –1 for the s
a bounded mu

 
 
 
Fig. 11. Remove the 
bottleneck links 
from

d an
co
fl
at the adjacent nodes 

 problem is define
h node. Initial
w-out coefficient
k. At each subseq
le-multicast proble

 
 
 
Fig. 12. Again 
maximize the flow

pr
re

oblem and fix the new 

coefficients at the nodes

d by the flow-out 
nly the peer nodes 
: +1 for the source 

m a set of sources to a set of sinks, where all rates of 
transmissions by sources and all rates of receptions by 
sinks increase proportionally in respect to each node’s 
flow-out coefficient (either positive or negative). In the 
above example (Fig. 7 to Fig. 12) the flow increase 
factor of the network at the first layer ( 1F ) is equal to 
2 (Fig. 8), the network flow increase factor at the 
second layer ( 2F ) is equal to 1.5 (from Fig. 9 to Fig. 
10) and the flow increase factor of the third layer ( 3F ) 
is 4/3 (from Fig. 11 to Fig. 12). 

The LP problem at each successive layer is 
obtained by complete removal of the bottlenecks from 
the previous L  problem, adjusting correspondingly P
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the flow-out coefficients of the adjacent nodes o 
respect the flow conservation r

(t
ule) and thus possibly 

pro

er index l) as follows: 
-

 
in

ducing new sources and sinks in the network. 
Except for the single-source/single-sink problem of the 
first layer, the successive layer problems (bounded 
multiple-sources/multiple-sinks problems) do in 
general not belong to the simple class of “network 
linear programs” [Fourer03]. 

Let us present the equations for the successive 
problems. We define the bounded multiple-
sources/multiple-sinks problem at layer l by sets of 
nodes and links and by parameters for sources and 
sinks (all indexed with an upp

 set of nodes lN , 
- set of links lLji ∈),( , where lNi∈  and lNj ∈ , 
- and flow-out values l

if  for all lNi∈  
At layer l the max-flow solution yields the flow

crease factor lF  and the set of bottlenecks
w

 lB , 
here ll LB ⊂ . 

The sets 1+lN , 1+lL  a  the parnd ameters  of the 
nex

B

1+lf
t layer  are computed according the following 

equations: 
- ll NN =+1  
- l llLL −=1+  
- ll

j
l
j Fff ⋅=+1  

 
)1(

),(
∑
∈

++
lBji

 ∑
∈

−+
lBkj ),(

)1(  

 add 1 for each 
incoming bottleneck 

link (i, j) 
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t this moment the 
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 having no sour
iteration stops. A

y rou
losed in bottlenecks of one of the layers. 
In order to restore the original proportions of the 

flow, the flow increases, induced by the preceding 
max-flow solutions must all be compensated. The true 
value of flow jir , traversing the bottleneck link 
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 max-flow approach proves to be very stable, 
 it maintains all values of vari

ithin the same range (even for p

ameters of the LP problem formulated for the next 
layer of capillary routing. Recalibration of parameters 
before solving the LP problem at each layer avoids 
undesirable propagation of errors leading to numerical 
instabilities. 

In the next section we show how to identify 
bottlenecks after the max-flow solution of the capillary 
routing layer is found. 

5. Bottlen

Bottlenecks of each max-flow solution are 
discovered in a bottlene
of the hunting loop is an LP cost m
that reduces the load of the traffic o

ks maintaining their load at the initial maximal level 
will be passed to the next iteration. Links whose load 
has been reduced under the LP objective are not 
bottlenecks and removed from the list of candidates. 
The bottleneck hunting iteration stops if there are no 
more links to remove. 

Let us demonstrate bottleneck hunting on an 
example of three transmitting nodes and two receiving 
nodes shown in Fig. 13. The flow of the optimal 
solution can be at most proportionally increased by a 
factor of 4/3, such th

rces become equal to 4/3 and each flow-in 
coefficient at sinks become equal to 2− . Before 
starting bottleneck hunting, we constrain the LP model 
by fixing the flow increase factor on its maximal value 
of 4/3. A possible max-flow solution is shown in Fig. 
14. The bottleneck links are among the four maximally 
loaded candidate links {a, b, d, e} marked by thick 
dashes.  
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(obtained during construction o
the capillary routing from a 
netwo
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a non-bottleneck portion of the network. The link d, the 
one which did not maintain its load on the maximum, 
is not a true bottleneck link and is therefore removed 
from the list of candidates. 

 
Fig. 15. Cos ction applied to 
four fully loaded links of Fig. 14 
reduced the load of a candidate 
link d, and the candidate links are 
now {a e}. 

6. Cos ction applied to 
the three fully loaded links of Fig.
15 reduced the load of another 
candidate link a, and the true 
bottleneck links are { , e}. 

Now the ca , b, e r 

c  
the 

ual to 2 (see F
link

eir load was not at the maximum.  

spected links as bottleneck 
hun

t redu

, b, 

 
Fig. 1 t redu

b

} and theindidate links are {a
initial cost is equal to 3 (F
second time the cost fun
from yet another link redu
minimum eq

ig. 15). By minimizing a 
tion we delegate the load
cing the total cost to 

ig. 16). The two remaining 
s {b, e} maintaining their loads always at the 

maximum are the true bottleneck links. Further 
applications of the LP cost objective do not result in 
further reduction of the total load of these two 
bottleneck links. 

During this bottleneck hunting example, non-
candidate links also had maximal loads (link d in Fig. 
14 and Fig. 16, link c in Fig. 15 and Fig. 16), but they 
are not bottlenecks, since there were solutions for each 
of them, where th

In the previous example, the two bottlenecks were 
found in two iterations. For larger networks with 
hundreds of nodes, hunting of bottlenecks of max-flow 
solutions may require dozens of iterations at each layer 
of the capillary routing. 

Fig. 17 shows an example of capillary routing, 
built simultaneously on 200 independent unbounded 
networks with 300 nodes in each (total 60,000 nodes 
and 511,140 links). We show the decrease in the 
average number of su

ting of a given capillary routing layer progresses. 
Bottleneck hunting of the presented example requires 
from 14 to 23 iterations, depending on the layer of the 
capillary routing (from 1 to 10). 
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Fig. 17. Evolution of the number of candidate links during 
bottleneck hunting loops, for 10 capillary routing layers on a 
problem with 200 unbounded networks 

Each iteration of the bottleneck hunting loop 
removes from the list of candidates numerous non-
bottleneck links. At the end of each hunting loop the 
list of candidates consists of only true bottleneck links. 
The average number of true bottleneck links at each 
layer varies between 5.9 and 9.9 depending on the 
layer. 

6. Measuring the friendliness of capillary 
routing 

In order to evaluate the overall performance of the 
capillary approach we compute the average ROR rating 
for various network samples. We consider the first 
layer routing scheme for each considered network 
sample and obtain the average ROR rating for all 
routing (max-flow) schemes of the first layer. Then we 
compute the second layer routing individually for each 
considered network sample and obtain the average 
ROR rating for the routing suggestions of the second 
layer. We measure the average ROR rating for the 
capillary routing layers 1 to 10 and show its decrease 
as the layer number grows. 

In Fig. 18, we have eight sets of network samples, 
each containing 25 network samples. At the same time 
we consider also 8 media streams which differ by their 
static tolerance to losses varying from 3.3% to 7.5%. 
Thus for each set we have 8 curves of average ROR 
ratings. All of them decrease as the capillary routing 
layer increases from layer 1 to 10. 

One may think that by spreading the transmission, 
the media becomes even more vulnerable, since there 
are more links whose failures will damage the stream. 
Although spreading out of the flow uses more links and 
therefore also increases the total rate of failures in the 
communication footprint, capillarization of the multi-
path routing reduces considerably the total ROR rating 
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and therefore also the FEC effort of the sender 
combating the link failures and packet losses. 
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Fig. 18. Average ROR as a function of the capillary routing layer
(the static tolerance of the stream from 3.3%, for the upper curves, to
7.5%, for the lower curves, by a step of 0.6%) 

Logically, the ROR curve of the media stream is 
shifted down as the statically added tolerance 
increases. At the same time it is interesting to observe 
that, in contrast to a weak static tolerance, the presence 
of a higher static tolerance yields a much stronger 
efficiency gain achieved by the deeper routing layers. 

Although there are hundreds layers in the complete 
capillary routing, the first few layers alone reduce the 
average FEC effort of the sender by a factor of four. 
According to the chart, streams tolerating a 6% or 
higher packet loss rate almost do not gain from 
spreading beyond layer 8. 

The exact pattern of the ROR improvement curve, 
as a function of the layer, depends on the distance 
between the peers, the network size and its density. 
The network samples for the above chart are drawn 
from a random walk wireless Mobile Ad-hoc Network 
(MANET). Initially the nodes are randomly distributed 
on a rectangular area, and then, at every timeframe, 
they move according to a random walk algorithm. If 
two nodes are close enough (and are within the 
coverage range) then there is a link between them. In 
the above example, there are 300 nodes and 200 time-
frames, each leading to a separate network sample (all 
of which are distributed into eight sets represented on 
the above chart). 

The ROR rating of routing samples is computed by 
equation (4), where the FEC block size (as function of 
the packet loss rate p) is computed according equation 
(5). The number of media packets (M) per transmission 
block is 20 and the desired decoding failure rate (DER) 
is . 510−

7. Path diversity for off-line streaming 

In off-line applications the number of source 
packets M per transmission block can be very large. In 
file transfers for example, M can be the number of all 
packets in the entire file, or in one-way video, the 
buffering time can be a few minutes long, with 
thousands of media packets within each single FEC 
block. When the number of packets in the transmission 
block is very large, for a given probability p of packet 
losses, the proportion of actually received packets 
remains very close to p−1 . Although for very large 
numbers of source packets MDS codes do not exist, 
several other capacity approaching codes, such as 
erasure resilient fountain codes [MacKay05] can 
practically reach the theoretical limit. A packet loss 
rate p can be thus compensated by an increase of the 
encoded stream transmission rate by the lowest 
possible theoretical factor of . )1/(1 p−

Path diversity can be required also in off-line 
streaming applications or in long downloads, e.g. for 
avoiding the idle times of the last kilometer bottleneck 
occurring during arbitrary failures within the lossy 
Internet. Thanks to the sender’s adaptive transmission 
rate and to multi-path routing, one may feed the last 
kilometer bottleneck link constantly at its maximal 
bandwidth (see [Nguyen02] and [Byers99] for video 
streaming from multiple servers). Since the buffering is 
not a concern the application may use a capacity 
approaching fountain code, such that each individual 
network failure causing a packet loss rate p can be 
compensated by an increase of the transmission rate 
only by a theoretical factor of , and with a 
good choice of multi-path routing the impact of 
individual network failures is minimal. The 
friendliness of the multi-path routing can be evaluated 
with ROR. With the near optimal conditions 

 and , we 
derive from equation (4) the following relationship: 

)1/(1 p−

)1/( tMFECt −= ( )(1/)( lrMFEC lr −= )

∑
<≤∈

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

−
−

=
1)(|

1
)(1

1
lrtLl lr

tROR  (6)

The efficiency of capillarization of multi-path 
routing can be evaluated also for off-line streaming 
employing large buffers and efficient codes. For the 
same set of 200 network samples presented in Section 
6, we computed the average ROR values now 
according to equation (6). As in Fig. 18 the network 
samples are distributed into eight sets. Off-line 
streaming ROR values, for various rates of static 
tolerance, as functions from capillary routing layers (1 
to 10) are presented in Fig. 19. 
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Fig. 19. Average off-line streaming ROR as a function from the 
capillary routing layer 

Although in off-line streaming (Fig. 19) the 
Redundancy Overall Requirement is twice as low as in 
real-time streaming (Fig. 18), the capillarization of the 
multi-path routing is beneficiary in both cases. 

8. Applications of capillary routing 

Multi-path routing suggestions for fault-tolerant 
streaming are applicable not only to ad-hoc or sensor 
networks, but also to mobile networks, where wireless 
content can be streamed to and from the user via 
multiple base stations; or to the public internet, where, 
if the physical routing cannot be accessed, path 
diversity can be still obtained in upper network or 
application layers. 

Spreading in IP networks (without having access to 
the physical routing) can be achieved transparently by 
splitting the flow at the source across VPN tunnel 
interfaces leading to several VPN gateways scattered 
across the network. Alternatively, path diversity can be 
also obtained by assigning to media gateways several 
IP interfaces connected to networks of different 
Internet Service Providers (ISP). A more flexible 
method relies on overlay networks over the public 
Internet using peer-to-peer relay nodes (see 
[Nguyen03] and [Guven04]). For example, the relay 
nodes of an ITSP may simply forward the UDP packets 
without processing their content. Spreading of the flow 
from the end user to the relay nodes can be 
implemented at the closest Service Initiated Protocol 
(SIP) proxy server, in the firmware of a SIP phone or 
in the Network Address Translation (NAT) router of 
the user. 

Modifying the physical routing by the ISP requires 
the least overhead. Most of the UDP packets carry 
streaming media, and since capillary routing is good 
for any type of real-time or off-line streaming media, 
an ISP can simply spread out the routing of the entire 

mix of UDP packets traversing its network. The ISP 
needs to properly balance at each router the outgoing 
traffic across its outgoing interfaces. Most IP routers, 
including all recent IOS releases of Cisco gateways, 
provide load balancing in static routing mode or in 
Enhanced Interior Gateway Routing Protocol (EIGRP) 
mode (used in the packet load balance mode instead of 
the typical session load balance mode). 

9. Conclusions 

The quality and reliability issues concerning real-
time streaming over packet networks are of growing 
importance. Commercial real-time streaming 
applications however do not consider channel coding 
as a serious solution for improving the reliability of 
communication. In single path communications, even 
heavy FEC overheads cannot protect against failures 
lasting more than the short duration of the playback 
buffer. Recent studies demonstrated that path diversity 
makes FEC applicable for real-time streaming. By 
studying a wide range of routing topologies, we show 
that the proper choice of the routing pattern can make 
FEC extremely efficient. Combination of channel 
coding with appropriate multi-path routing improves 
the reliability of real-time packetized communications 
even in the case of very short playback buffers. 

We introduce a layer by layer strategy for building 
multi-path capillary routings. The first layer provides a 
simple max-flow solution. As the layer number 
increases, the spreading of the underlying routing 
scheme makes the network more secure for real-time 
media streaming. For a given source and destination 
there exists only one solution of capillary routing and it 
does not depend on the particular characteristics of the 
streaming (buffer size, coding method, etc). 

We introduce ROR, a method for rating multi-path 
routing schemes by a single scalar value. The ROR 
rating corresponds to the total redundancy overhead 
that the sending node must provide in order to combat 
the losses occurring from non-simultaneous failures of 
links in the communication path. By rating the FEC 
friendliness as a function of the routing capillarity, we 
create routing topologies which substantially increase 
the FEC efficiency. 

The present contribution therefore also provides an 
interesting starting point in order to optimize the 
routing also in respect to other parameters, e.g. 
optimizing the routing so as to limit the increase of 
network resources. 
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